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Abstract

Language input is often noisy and ambiguous. Yet, humans are able to successfully communicate their thoughts to one another by leveraging contextual information to make inferences about the intended meaning of the input. Though there is broad agreement on the role and importance of context, the term is used so flexibly that it can be difficult to know what it refers to and how to make progress on studying it. Here, we propose that a key dimension which spans domains of context is the timescale over which the contextual information is sampled for the purpose of inferring meaning. We review the literature on context effects in language comprehension, organizing our discussion around a few relevant temporal windows, milliseconds, seconds, and minutes, and then propose that the individual’s lifetime of language experience and historical time both constitute relevant contexts for language processing as well. We then discuss how construing of context in this way reveals gaps in the existing research landscape and propose new avenues of inquiry to address them.
1. Introduction

Language is the best tool that humans have for sharing thoughts between minds. It enables us to order a cup of coffee, learn how our loved one’s day was, and transmit scientific knowledge across generations. Yet, at first glance, it seems like an imperfect system. Opportunities for miscommunication arise at every level of language processing. The same acoustic features can map onto different phonemes depending on who is saying them, words and sentences can have multiple—related or unrelated—meanings, speakers may leave the exact referent of their utterance ambiguous or make errors, and listeners can incorrectly perceive the input.

How humans overcome these “imperfections” to successfully exchange thoughts remains a fundamental open question in cognitive science, yet one piece of the answer has emerged as uncontroversial in the literature: language comprehension is context-dependent. As language input is processed, a cascade of (probabilistic) inferences unfolds allowing the language comprehender to resolve ambiguities and compensate for noise at all levels of linguistic representation. These inferences leverage contextual information across many domains. For instance, during speech perception, listeners use the earliest phonemic cues in a word to anticipate the identity of the word before they hear the end. Conversation partners can rely on their memory of the dialog to know what the speaker meant when they said “Now hand me the striped one.” And individuals familiar with multiple dialects will interpret the same word differently depending on the speaker’s accent (e.g., “a flat” likely refers to a flat car tire in American English but an apartment in British English). But this breadth of evidence for the role of context has yet to yield its full potential in terms of advancing our understanding of language processing in the human mind.

One barrier to developing a unified account of human language processing may be the fact that it is not always clear what is meant by “context.” Indeed, the term “context” is used flexibly to refer to a seemingly infinite number of information sources beyond the immediately processed stimulus. In fact, what is stimulus and what is context is often a matter of perspective or granularity of measurement. A word-initial phoneme serves as context to identify subsequent phonemes but that same word-initial phoneme may be more or less predictable given the preceding words in the sentence and who is producing the sentence. These contexts appear to rely on different knowledge representations (e.g., phonology vs word
frequency vs world knowledge), likely supported by distinct neural machinery (Braga, DiNicola, Becker, & Buckner, 2020; Fedorenko, Behr, & Kanwisher, 2011; Norman-Haignere, Kanwisher, & McDermott, 2015). What unites the phoneme-context, the sentence-context, the speaker-context, and many other contexts is that they are sources of information which the comprehender uses to derive a probabilistic inference over meanings intended by the producer. As a first step toward articulating a unifying framework, we here propose that a key organizing dimension which spans domains of context is the timescale over which the contextual information is sampled for the purpose of inferring meaning (schematized in Fig. 1).

This is not an entirely new idea. Previous proposals have appealed to lossy compression at multiple timescales to provide a unified explanation for language acquisition, processing, and evolution (Christiansen & Chater, 2016). Similarly, one proposal for the neural architecture of language focuses on the temporal windows over which linguistic information is integrated (Lerner, Honey, Silbert, & Hasson, 2011, c.f. Blank & Fedorenko, 2020).

**Timescales of Context**

![Fig. 1 Schematic illustration of timescales over which contextual information can be sampled to support language processing. As language unfolds, comprehenders use context on multiple timescales, both prospectively and retrospectively, to make inferences about the intended meaning of the input.](image-url)
Unlike those accounts, the current perspective does not aim to make any mechanistic claims regarding how context is processed, but rather to recast disparate findings within an existing computational-level framework—one of rational inference under uncertainty (Gibson, Bergen, & Piantadosi, 2013; Hawkins, Franke, et al., 2021; Kleinschmidt & Jaeger, 2015; Levy, 2008b; Levy, Bicknell, Slattery, & Rayner, 2009, inter alia)—in an attempt to clarify what constitutes a context.

In the present piece, we briefly review the literature on context effects in language comprehension, setting aside issues of whether effects of context reflect prediction and/or integration. We structure the discussion around a few relevant temporal windows: milliseconds, seconds, minutes, the lifespan, and historical time. In doing so, we cut across traditional lines of inquiry (e.g., syntax vs semantics vs pragmatics) and define context more broadly to include all information that unfolds on a certain timescale, both that which precedes the stimulus and that which follows it (when applicable). We then discuss how construing of context in this way reveals gaps in the existing research landscape and propose new avenues of inquiry to address them. In particular, we argue that bridging across timescales and delineating the constraints on context-dependence will be crucial for illuminating how humans are able to decode each other’s thoughts from language.

2. Context as information guiding inferences on multiple timescales

2.1 Milliseconds of context

The identity of a word or word segment is inferred from a combination of bottom-up sensory input and the surrounding acoustic, phonemic, and visual cues (Brown, Tanenhaus, & Dilley, 2021). When hearing a sound that is ambiguous between /d/ and /t/ followed by “… ask,” resulting either in a nonword (“dask”) or a common word (“task”), English speakers tend to infer that the sound was /t/. If the word continuation is “… esk” they are biased to infer that the sound was /d/ (as “tesk” is not a word and “desk” is; Ganong, 1980). If visual information about the speaker’s production is

---

a For reviews see e.g., Federmeier, 2007; Ferreira & Chantavarin, 2018; Huettig & Mani, 2016; Kuperberg & Jaeger, 2016; Pickering & Gambi, 2018.

b Breaking the timescales up into these coarse-grained windows is done simply for expository purposes. There is likely no categorical distinction between the kind of information that can be sampled within a time window of 999 ms and one of 1100 ms.
available (i.e., their lip movements), visual cues and bottom-up auditory cues are combined to infer the nature of the syllable (Mcgurk & Macdonald, 1976). When a letter within a word is masked by acoustic noise (e.g., the “s” in “legislatures” is covered by a cough) listeners often fail to notice this absence and perceive the word as being error-free (Cole, 1973; Samuel, 1981; Warren, 1970). Critically, this “phoneme restoration effect” is reduced when the masked phoneme is inserted in a pseudo-word.

Similarly, readers are more likely to correctly recall which letter appeared in a briefly presented (and subsequently masked) string if the string was a word (e.g., “work”) rather than a nonword (e.g., “owrk”) (word superiority effect; Reicher, 1969; Wheeler, 1970). Readers also often fail to notice transposed letters in the middle of a word (e.g. “avitaion” instead of “aviation”) because the surrounding letters provide sufficient context to identify the word (Bruner & O’Dowd, 1958; Chambers, 1979; Fischer-Baum, Charny, & McCloskey, 2011).

### 2.1.1 Prospective context

Preceding acoustic cues allow the listener to constrain the set of potential words/phonemes under consideration. As the speech signal unfolds, the listener can typically identify that a speech segment corresponds to a specific word within a few hundred milliseconds, well before the word’s offset (Marslen-Wilson, 1975). Visual world paradigm eye-tracking studies (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995)—where listeners hear an auditory stimulus (e.g., “Pick up the beaker”) while viewing a visual display which includes multiple candidate referents (e.g., a beaker, a beetle, a speaker, and a carriage)—reveal that listeners use acoustic and phonemic cues immediately and incrementally to circumscribe the set of potential referents (Allopenna, Magnuson, & Tanenhaus, 1998; McMurray, Clayards, Tanenhaus, & Aslin, 2008; Toscano & McMurray, 2012, 2015). For example, after hearing only the onset of the word “beaker,” listeners look more to referents that are compatible with this onset phoneme, the beaker and the beetle, and less to referents which have different onset phonemes, the speaker and carriage. Further, because speech production planning is affected by the immediately preceding and following sounds (i.e., the vowel in “the” will sound somewhat different if the subsequent word will be “fish” vs “ladder”), listeners can use these coarticulatory cues to predict what word onset they are about to hear (Dahan, Magnuson, Tanenhaus, & Hogan, 2001; Salverda, Kleinschmidt, & Tanenhaus, 2014).
2.1.2 Retrospective context
The effects of preceding context are not deterministic, however (Apfelbaum, Bullock-Rest, Rhone, Jongman, & McMurray, 2014). Listeners maintain uncertainty about what they have heard and draw inferences based on the subsequent material. For example, in Allopenna et al. (1998), the image of the speaker (or the physical speaker object in some versions of the study) receives some renewed consideration after the listener hears the later portion of the word “beaker,” because the later segments of the words “beaker” and “speaker” overlap, even though the onset of “speaker” is inconsistent with the auditory input. (This is known as the “rhyme” effect.) Similarly, uncertainty about the identity of a word onset segment (or gradient acoustic information) can be maintained until later syllables in the word disambiguate it. For example, when voice onset time is near the /b/ vs /p/ category boundary, the words barricade and parakeet are onset competitors and the identity of the word is ambiguous to listeners until they hear the last (underlined) portion of the word (Gwilliams, Linzen, Poeppel, & Marantz, 2018; McMurray, Tanenhaus, & Aslin, 2009).

2.2 Seconds of context
Readers and listeners understand a phrase or sentence in part through the compositional meaning of the words that constitute it. But when the literal meaning has low probability (e.g., “The mother gave the candle the daughter”), comprehenders often infer that a more plausible meaning (e.g., that the daughter received the candle) was intended (Christianson, Hollingworth, Halliwell, & Ferreira, 2001; Ferreira, 2003; Ferreira & Patson, 2007; Gibson, Bergen, & Piantadosi, 2013; Levy, 2008b; Poppels & Levy, 2016). In particular, noisy-channel accounts of language processing (Gibson, Piantadosi, et al., 2013; Levy, 2008b) propose that $P(s_i|s_p)$, the probability of inferring that a particular sentence/meaning, $s_i$, was intended given what was perceived, $s_p$, can be computed, following Bayes’ rule (Eq. 1), based on the prior probability that the sentence was intended in the first place, $P(s_i)$, and the probability of the potential noise corruption that might have generated the perceived string from the intended string, $P(s_p|s_i)$.

$$P(s_i|s_p) \propto P(s_p|s_i) \cdot P(s_i)$$  (1)

For example, $P(s_i = “The mother gave the candle the daughter”) is low. The probability of a close alternative sentence, $P(s_i = “The mother gave
the candle to the daughter”), is higher, and the probability that the more plausible sentence was intended by the producer but corrupted (e.g., by the deletion of “to”) into the implausible version that was perceived, \( P(s_p = \text{“The mother gave the candle the daughter”} \mid s_i = \text{“The mother gave the candle to the daughter”}) \), is relatively high. As a result, \( P(s_i = \text{“The mother gave the candle the daughter”} \mid s_p = \text{“The mother gave the candle the daughter”}) \) is higher than \( P(s_i = \text{“The mother gave the candle the daughter”} \mid s_p = \text{“The mother gave the candle to the daughter”}) \). Offline comprehension questions (e.g., Did the daughter receive something?) reveal that readers are more likely to respond according to the more plausible meaning, which differs from the literal string in front of them, when the noise corruption that has to be posited is minor (e.g., deletion of “to”) than when it is less probable (e.g., two deletions and two insertions) (Gibson, Bergen, & Piantadosi, 2013). In addition, and directly analogously to the transposed letter effect in words (Bruner & O’Dowd, 1958), a sentence with transposed words is judged as ungrammatical more slowly than a string of words of the same length which cannot be transformed into a syntactically correct sentence by transposing a pair of words (Mirault, Snell, & Grainger, 2018). In other words, the meaning of a sentence/phrase does not simply reflect the literal composition of the words that constitute it but rather is the result of an inference process based on the surrounding context consisting of information available within a few seconds.

### 2.2.1 Prospective context

A typical sentence unfolds over several seconds and the processing of each incoming word is affected by the words that preceded it. Current computational accounts of language comprehension have formalized context effects on comprehension in terms of the probability of a word given the preceding sequence of words (Jurafsky, 1996), in particular, surprisal (Eq. 2; Hale, 2001; Levy, 2008a), the negative log probability of the word, \( w_i \), given the preceding context, where the context encompasses the previous words \( w_1, \ldots, w_{i-1} \), and any context outside of the sentence, \( C \).

\[
\text{surprisal}(w_i) = -\log P(w_i \mid w_1, \ldots, w_{i-1}, C)
\]  

(2)

When a word is highly probable given its context, surprisal is low. When a word is not likely given the context, surprisal is high. Surprisal is typically estimated based on the conditional probabilities computed from large corpora (with n-gram models or neural networks) or cloze task responses (sentence completions collected from large samples of people). It is
noteworthy that the “true” surprisal of a word would include all manner of information about the world and the setting of the linguistic exchange, contained in \( C \), but this is intractable to estimate, so the necessary simplifying assumption is that \( C \) is constant and therefore surprisal estimates reflect primarily the statistics of the language.\(^c\) Nonetheless, word-by-word surprisal provides a good approximation to behavioral and neural measures obtained during natural reading (Frank, Otten, Galli, & Vigliocco, 2015; Smith & Levy, 2013).

Controlled experiments also clearly demonstrate that when a word is predictable based on the preceding words (e.g., the word “shark” in “The coast guard warned that someone had seen a shark off the north shore of the island.”), it is read faster—and even sometimes skipped entirely—compared to when it is not predictable (e.g., “The zookeeper explained that the life span of a shark is much longer than those of other animals.”; Ehrlich & Rayner, 1981). Similarly, visual world paradigm studies reveal that listeners incrementally look to objects in the scene that are likely to be referred to next based on the semantic and syntactic constraints of the preceding words. For instance, participants make more fixations to a cake after hearing “The boy will eat the...” compared to “The boy will move the...” (Altmann & Kamide, 1999; Snedeker & Trueswell, 2004; Trueswell, Tanenhaus, & Kello, 1993). Pragmatically motivated predictions operate on a similar timescale: hearing a scalar adjective (e.g., “Show me the big...”) leads listeners to anticipate that the referent that will follow should be one that is a member of a contrast set that differs along the relevant dimension (e.g., a big cup and a small cup; Sedivy, Tanenhaus, Chambers, & Carlson, 1999), the logic being that the speaker would not have included the modifier “big” if the referent was a singleton (Grice, 1975).

Some of the clearest demonstrations of preceding words serving as a context for those that follow come from studies using recordings of electrical...
activity over the scalp (the electroencephalogram or EEG). In particular, the N400 event-related potential (ERP) component is a negative-going deflection of the EEG occurring approximately 400 ms after a stimulus and thought to index the process of semantic access or updating the activation state of the comprehender’s semantic network in response to the stimulus (Federmeier & Laszlo, 2009; Fitz & Chang, 2019; Kutas & Federmeier, 2011; Rabovsky, Hansen, & McClelland, 2018). Its (negative) amplitude is reduced to words that are predictable in context (e.g., “He planted string beans in his garden.”) relative to those which are not (e.g., “He planted string beans in his car.”; Kutas & Hillyard, 1984; inter alia Dambacher, Kliegl, Hofmann, & Jacobs, 2006; Dimigen et al., 2011). Moreover, the N400 is more negative for words that are earlier in the sentence than those that are later (Payne, Lee, & Federmeier, 2015; Van Petten & Kutas, 1991), suggesting that, as contextual information accumulates, in a typical sentence, the state of the semantic network changes less with each subsequent word.

Other downstream ERP components are similarly sensitive to context. A later anterior positive deflection appears to index situations where a strong prediction was generated and then disconfirmed by an alternative that is not incongruous (e.g., “The groom took the bride’s hand and placed the ring on her dresser.” [“finger” is predicted]; Federmeier, Kutas, & Schul, 2010; Federmeier, Wlotko, De Ochoa-Dewald, & Kutas, 2007, see also Kuperberg, Brothers, & Wlotko, 2020). The P600—a positivity most pronounced 600–900 ms after word onset—was originally thought to reflect syntactic integration difficulty but has since come to be seen as indexing a more general process related to error-monitoring or correction (Leckey & Federmeier, 2020; Ryskin et al., 2021; van de Meerendonk, Indefrey, Chwilla, & Kolk, 2011). In particular, words that have low probability given the preceding context (e.g., “Before lunch he has to deposit his paycheck at the bank) but are orthographically close to a plausible continuation (e.g., bank)—such that the incongruity of the word could be attributed to noise corruption (e.g., a typographical error)—elicit smaller N400 effects and larger P600 effects than those which are incongruous but have no such orthographic neighbors (Ito, Corley, Pickering, Martin, & Nieuwland, 2016; Ito, Martin, & Nieuwland, 2017; Laszlo & Federmeier, 2009). Furthermore, the N400 effect is additionally reduced and the P600 is more positive whenever the probability of the plausible alternative word (e.g., bank) is higher given the context (Ito et al., 2017) and the probability of a reader recovering the intended, plausible continuation from the “noisy”
one is higher (Ryskin et al., 2021). Analogously to the millisecond level, preceding context on the order of seconds is used to make inferences about the intended meaning from noisy or ambiguous bottom-up input.

### 2.2.2 Retrospective context

A recent extension of the surprisal-based account introduces a lossy representation of the context (Futrell, Gibson, & Levy, 2020), consistent with the observation that memory for preceding sentence material is imperfect (Lewis & Vasishth, 2005; Lewis, Vasishth, & Van Dyke, 2006; McElree, Foraker, & Dyer, 2003). Memory representations of recently heard or read material can be corrupted by noise and therefore revised in light of subsequent input. For example, listeners maintain perceptual uncertainty about the identity of an ambiguous target word (e.g., with a word-initial voice onset time that makes it ambiguous between “tent” and “dent”) until they reach a word later in the sentence which provides a semantic cue regarding the word’s identity (e.g., in “when the [tent/dent] in the forest was …” forest is tent-biasing while in “when the [tent/dent] in the fender was …” fender is dent-biasing; Bicknell, Jaeger, & Tanenhaus, 2016; Brown-Schmidt & Toscano, 2017; Bushong & Jaeger, 2019; Connine, Blasko, & Hall, 1991; Falandays, Brown-Schmidt, & Toscano, 2020; Szostak & Pitt, 2013; Zellou & Dahan, 2019).

Similarly, in a visual world paradigm eye-tracking study, when listeners hear a sentence with a syntactic agreement error (e.g., “The key to the cabinet *were on the table”), soon after the error, they look to items in the display which would have been more appropriate subjects (e.g., keys) but were inconsistent with the preceding context (Brehm, Jackson, & Miller, 2021). Plausibly, listeners are uncertain about whether they heard the previous words correctly—a deletion of ‘-s’ is a particularly plausible noise corruption. Furthermore, Levy et al. (2009) showed that, when a later portion of a sentence renders the most likely early parse of a sentence improbable (e.g., “The coach smiled at the player tossed a frisbee.”), readers are more likely to look back to previous locations in the sentence which are probable loci of noise corruptions. For instance, they make increased fixations to “at” because $P("at" | "as")$ is high and “The coach smiled as the player tossed a frisbee.” is a more probable sentence, relative to when they read a sentence where the initial parse remained plausible (e.g., “The coach smiled at the player thrown a frisbee.”). In other words, readers maintain uncertainty about the preceding input as they process a sentence and infer intended sentence meaning and structure in light of both preceding and subsequent context (see also Keshev & Meltzer-Asscher, 2021).
2.3 Minutes/hours of context

How listeners and readers interpret a word or sentence is also affected by the larger environment that they experience over the course of minutes or even hours, whether they are listening to a story, engaging in a conversation, or reading a text. Moreover, in most psycholinguistic experiments, participants’ behaviors are measured repeatedly (c.f. von der Malsburg, Poppels, & Levy, 2020) such that the surrounding laboratory environment and experimental stimuli can shape the language distributions from which probabilistic inferences are drawn.

2.3.1 Prospective context

Listeners track the phonetic cues in an environment and adapt their mappings from sounds to phonemes/words to the context (e.g., Bradlow & Bent, 2008; Dahan, Drucker, & Scarborough, 2008; Kleinschmidt & Jaeger, 2015). For example, after listening to a story in which the talker had a novel accent—vowel lowering relative to a standard American English accent such that the pronunciation of “witch” would be *wetch* in this accent—participants judged the novel phonetic forms to be words in a lexical decision task, but did not do so when they heard the same story presented in the standard accent (Maye, Aslin, & Tanenhaus, 2008).

Similarly, listeners can adapt their interpretation of a contrastive adjective (e.g., “big”) based on how it is used in the experimental context (Grodner & Sedivy, 2011). In Ryskin, Kurumada, and Brown-Schmidt (2019), listeners were exposed either to a speaker who used size adjectives felicitously, to disambiguate a referent from its pair that differed in size (e.g., when there is a big cup and a small cup in the display), or to an infelicitous speaker who consistently failed to use a size adjective to disambiguate the referent or included a superfluous adjective when there was no ambiguity (i.e., there is only one cup). Eye-tracking indicated that listeners were less likely to predict that the referent would be a member of a pair after exposure to the infelicitous speaker than the felicitous speaker (see also Gardner et al., 2021; Kurumada, Brown, & Tanenhaus, 2018; Schuster & Degen, 2020 for similar findings in the domains of contrastive prosody and uncertainty expressions).

In a dialog, listeners learn about their interlocutor’s lexical choice patterns (e.g., what label a speaker is most likely to use to refer to a particular object; Brennan & Clark, 1996; Clark & Wilkes-Gibbs, 1986; Wilkes-Gibbs & Clark, 1992). For example, in a referential communication task where a Director and Matcher discuss multiple abstract “tangram” shapes
in order to coordinate on the same arrangement, the ad hoc labels that speakers devise start out fairly verbose (e.g., “Um, it looks like a person. They have their arms out to the left and the head is kind of back like they’re dancing”). Over the course of multiple conversational turns, interlocutors entrain on jointly developed succinct labels (e.g., “the dancer”). Listeners also adapt their communicative expectations to the informativity of their partner (Hawkins, Gweon, & Goodman, 2021; Ryskin, Stevenson, & Heller, 2020). And they leverage the past history and goals of the conversation to resolve ambiguity (Brown-Schmidt & Konopka, 2011; Brown-Schmidt & Tanenhaus, 2008; Yoon, Koh, & Brown-Schmidt, 2012). The importance of this contextual information can be most clearly observed in ecological settings. In contrast to tightly controlled lab paradigms, in naturalistic conversation, speakers are frequently under-informative (e.g., “Hand me the lego” when there are multiple different-colored legos), yet the interaction continues unimpeded. Listeners are able to resolve this ambiguity and avoid competition from other candidate referents (e.g., the other colored lego), by considering elements of the recent context (on the order of minutes), including which objects have been recently mentioned and which are most relevant to the task.

In reading a text, comprehenders build a mental model of the narrative (Bower & Morrow, 1990). This continuously updated model reflects how probable different events might be in the context of the narrative. For example, after reading a story with anthropomorphic peanuts, comprehenders do not find the sentence “The peanut was in love” unexpected (as indexed by an absence of N400 effects), relative to when such a sentence is not preceded by a supportive discourse context (Nieuwland & Van Berkum, 2006). Moreover, comprehenders appear to rationally adapt their semantic predictions (as indexed by the amplitude of the N400) to the rates of semantic associates in the surrounding stimuli (Brothers, Hoversten, Dave, Traxler, & Swaab, 2019; Delaney-Busch, Morgan, Lau, & Kuperberg, 2019, but see Nieuwland, 2020).

Similarly, readers can learn new dialectal structures (e.g., needs + past participle, as in “The car needs washed,” which is idiosyncratic to western Pennsylvania) from exposure to the structure (Fraundorf & Jaeger, 2016; Kaschak & Glenberg, 2004). Comprehenders also learn the subtle distributional statistics of already-known syntactic structures in a given environment. For example, in a self-paced reading experiment in which infrequent syntactic structures are overrepresented among the stimuli, readers experience less processing difficulty for those infrequent structures
than they do when the surrounding stimuli do not contain as many of those infrequent structures (Fine, Jaeger, Farmer, & Qian, 2013; Ryskin, Qi, Duff, & Brown-Schmidt, 2017; Tooley, Swaab, Boudewyn, Zirnstein, & Traxler, 2014, c.f. Harrington Stack, James, & Watson, 2018).

Readers also track the distribution of noise in their input. P600 effects are sensitive to the rate of errors in the environment (Coulson, King, & Kutas, 1998). Readers make more noisy-channel inferences—interpreting semantically implausible sentences nonliterally—when the rate of word deletion or insertion errors is higher in the surrounding stimuli, indicating that they adapt their representations of the probabilities of sentences as well as their noise likelihoods (Gibson, Bergen, & Piantadosi, 2013). Moreover, readers can learn the regularities in the kinds of errors that the writer tends to introduce (e.g., many of the sentences contain deletion errors vs many of the sentences contain insertion errors) and infer different intended sentences depending on which noise corruption is most probable in the given environment (Ryskin, Futrell, Kiran, & Gibson, 2018). Listeners exposed to a speaker with a foreign accent make more noisy-channel inferences relative to those listening to a speaker with an American accent, even when the content of speech is identical across speakers and error-free (Gibson et al., 2017). In other words, listeners increase their expectation of noise based on the assumption that a speaker with a foreign accent may produce more errors. Similarly, in the presence of sporadic acoustic noise (phonemes of nontarget words replaced by radio/white noise of equal duration), listeners maintain more uncertainty about the nature of earlier segments of a word: while listening to a target word (e.g., “beaker”) rhyme competitors (e.g., “speaker”), which do not share an onset but overlap in terms of the later phonemes, are considered more strongly (as evidenced by gaze fixations in the visual world paradigm) relative to when no noise is introduced (McQueen & Huettig, 2012).

2.3.2 Retrospective contexts

To our knowledge, very few attempts have been made to investigate retrospective context effects on the order of minutes. Following up on work by Kraljic, Samuel, and Brennan (2008), Kraljic and Samuel (2011), and Liu and Jaeger (2018) showed that listeners exposed to atypical pronunciations from a novel talker (e.g., “dinosaur” pronounced as “dinoshaur”) adapt their categorization of subsequent input from that talker but, crucially, do not do so when the speaker is shown to have a pen in their mouth. The pen provides a plausible alternative cause for the atypical pronunciation such that listeners
do not expect the atypical pronunciation to persist once this causal element is removed. Further, they find that, once the alternative cause is removed and the atypical pronunciation is revealed to be a feature of the talker’s speech, adaptation to the atypical pronunciation is faster than would be expected if listeners had simply ignored the prior evidence (while the pen was in the mouth). These results suggest that, as with the millisecond and second-level contexts, over the course of adaptation, listeners maintain uncertainty about the input and can update their inference about sound/word identity when later information renders the original interpretation implausible.

2.3.3 Hierarchical contexts

In contrast to shorter timescales, context on the order of minutes can include additional structure. For example, a student may alternate reading paragraphs from a few different textbooks as they skim for relevant information or a listener may be involved in a conversation with several other people who are taking turns speaking. The same kinds of contextual cues as discussed to this point (e.g., preceding and/or subsequent sounds or words) could in principle have different distributions and lead to different inferences depending on the text or speaker. Indeed, this is the premise behind author identification in natural language processing—authors leave behind idiosyncratic traces in their output which can be detected using statistical or neural net models and used to classify documents (Ding, Fung, Iqbal, & Cheung, 2019; Mosteller & Wallace, 1963; Shrestha et al., 2017).

There is also growing experimental evidence that, over the course of a dialog, conversation partners learn about each other’s idiosyncrasies and this information from the previous minutes of the linguistic exchange guides interpretation of future utterances by the same speaker (Brown-Schmidt, Yoon, & Ryskin, 2015). Listeners track the fine-grained acoustics of their conversation partner’s speech (Creel & Tumlin, 2011; Kleinschmidt & Jaeger, 2015) allowing them to more readily anticipate an upcoming referent. For example, when exposed to a speaker with a familiar local accent (Midwestern American English) and a speaker with an unfamiliar regional accent (characterized by the pronunciation of the “a” in “tag,” but not the “a” in “tack,” similarly to the “a” in “take”), listeners learned this new pronunciation in a talker-specific way. They were quicker to identify the referent (e.g., “tack”) when the auditory stimulus was produced by the “accented” talker, for whom “tag” and “tack” have different onset sounds, than the familiar accent talker, for whom “tag” and “tack” are onset competitors (Trude & Brown-Schmidt, 2012). Conversation partners also
develop shared conceptualizations and terms (Brennan & Clark, 1996; Clark & Wilkes-Gibbs, 1986; Yoon & Brown-Schmidt, 2014). Listeners predict upcoming referents in a partner-specific way based on the speaker’s past references and knowledge state (Brown-Schmidt, 2009; Metzing & Brennan, 2003), idiosyncratic preferences (Ryskin, Ng, Mimnaugh, Brown-Schmidt, & Federmeier, 2020), spatial viewpoint (Ryskin, Wang, & Brown-Schmidt, 2016), syntactic biases (Kamide, 2012; but see Liu, Burchill, Tanenhaus, & Jaeger, 2017), and even their previous tendency to say unexpected things (Brothers et al., 2019).

Despite these existence of speaker-specific idiosyncracies, the language found in any text or produced by any speaker presumably inherits most properties from the larger environment in which it is situated (e.g., the topic of the student’s class, the type of conversation—friendly chat vs business negotiation) and the language as a whole, creating a hierarchically structured context (Hawkins, Franke, et al., 2021; Kleinschmidt & Jaeger, 2015), an idea we will return to in Section 4.2.2.

2.4 Interim summary

In the preceding review of the literature on context effects in language processing, we hoped to highlight the vast variety of phenomena that have been studied under this umbrella. We also proposed that a fruitful lens through which these phenomena can be viewed is that of the temporal window within which information is sampled in the service of inferring the producer’s intended meaning. Recasting several results in this light reveals many commonalities across timescales. In particular, comprehenders use prior audio and visual context to constrain the set of possible inferences about the meaning of the linguistic input. They maintain uncertainty about the preceding input such that the representation of what came before can be updated to accommodate downstream context. However, comparatively little is known about downstream/retrospective context effects, particularly on the order of minutes or hours. We return to this in Section 4. In the next section, we extend context effects to encompass information on longer timescales.

3. Broadening context to longer timescales

3.1 A lifetime of context

A lifetime of conversations, reading books, exchanging messages, and generally accumulating linguistic and world experiences provides a unique
backdrop to how an individual interprets any given linguistic input. Though the sum of a person’s linguistic and nonlinguistic experience prior to entering the lab is rarely referred to as a type of context, we would argue that there is no discontinuity between the context effects operating over various timescales described above and the longer timescales we describe next. Arguably, some of the experimental studies reviewed here have sacrificed ecological validity for the sake of experimental control and it is possible that comprehenders make a categorical distinction between language they experience “in the wild” and language they experience in the laboratory (see Clark, 2021). Nonetheless, even in tightly controlled settings, it is undeniable that the language input that an individual experienced prior to entering the lab plays a critical role in determining how the more temporally local contexts (e.g., the surrounding words in a sentence, the distributional statistics of the experimental stimuli) affect the reader’s/ listener’s inferences.

At the timescale of several milliseconds, one of the most basic findings in psycholinguistics, that words that appear more frequently in the language are recognized and accessed more quickly (Balota & Chumbley, 1984; Dahan, Magnuson, & Tanenhaus, 2001; Howes & Solomon, 1951; Luce & Pisoni, 1998; Marslen-Wilson & Welsh, 1978), rests on the assumption that some aspect of word representation depends on the frequency with which the individual has experienced it. Spelling errors/letter transpositions are more likely to go unnoticed in higher frequency words than low frequency words (O’Connor & Forster, 1981), ambiguous acoustics are biased to be interpreted as more frequent words than nonwords (Connine, Titone, & Wang, 1993, but see Politzer-Ahles, Lee, & Shen, 2020), and the phoneme restoration effect is stronger for more frequent words (Samuel, 1981). Most current theoretical perspectives on language processing agree that the probabilities of phonemes, words, or constructions conditional on the context are the product of lifelong learning and accumulation of language statistics (Beckner et al., 2009; Chang, Janciauskas, & Fitz, 2012; Dell & Chang, 2013; Goldberg, 2019; Levy, 2008a; MacDonald, 2013; Wells, Christiansen, Race, Acheson, & Macdonald, 2009).

Perhaps even more plainly, a person’s lifetime of experience is what determines what events they find plausible or implausible. World knowledge and semantic memory are known to guide language interpretation from the earliest moments of processing (Federmeier & Kutas, 1999; Hagoort, Hald, Bastiaansen, & Petersson, 2004; Kamide, Altmann, & Haywood, 2003; Kutas & Hillyard, 1984, inter alia). For example, the probability of a word in context (at the level of seconds) can be low if that word
evokes an event that violates animacy constraints (Kuperberg, Kreher, Sitnikova, Caplan, & Holcomb, 2007) or is inconsistent with cultural norms (Van Berkum, van den Brink, Tesink, Kos, & Hagoort, 2008). On the other hand, a priori knowledge of the fact that the speaker is using their second language results in smaller P600 responses to words containing morpho-syntactic errors relative to when those same errors are produced by a native speaker (Hanulíková, van Alphen, van Goch, & Weber, 2012), presumably because these forms are higher in probability in the speech of a non-native speaker (see also Cai et al., 2017, for effects of speaker dialect on word-sense retrieval).

Finally, the context of language outside the laboratory affects how participants in language experiments adapt to the distributions within the lab/experiment environment—context on the order of minutes/hours. Listeners appear less likely to adapt to distributions which are in direct conflict with their lifetime of experience, consistent with a Bayesian belief updating model of adaptation to the linguistic environment (Kleinschmidt, Fine, & Jaeger, 2012). For example, as reviewed in Section 2.2.1, listeners anticipate that a noun phrase starting with a size adjective (e.g., “Show me the big...”) will ultimately refer to an object in a contrast set (big cup vs small cup). They continue to apply this pragmatic inference even in the face of a very high rate of infelicitous uses of size adjectives in the experimental environment (e.g., on >90% of trials the speaker uses a size adjective when none is needed for disambiguation or fails to use one when there are multiple candidate referents of the same kind differing only in size), though this inference is reduced relative to cases where the use of adjectives is always felicitous (Grodner & Sedivy, 2011; Ryskin et al., 2019). Plausibly, the new input distribution experienced in the lab is partially outweighed by the prior experience in which the presence of the adjective is highly diagnostic of size contrast presence (Sedivy, 2005).

3.1.1 Variability in lifetime context
Psycholinguistic experiments and computational models which investigate probabilistic inferences based on contextual information typically make a key assumption: The probability distributions experienced by the participants (or the distributions in the dataset on which a model is trained) are the same as those which guided stimulus-making (or test dataset creation). For example, for a frequency effect to work in the lab, participants must have experienced words with relative frequencies that are similar to those assumed by the experimenter. If the researcher analyzes the data assuming
that “apex” is an infrequent word and “top” is a frequent word but all of their participants have encountered both words an equal number of times in their life, the researcher will presumably fail to observe a frequency effect. For this reason, care is taken to measure the probability of a word, or a word in a sentence, across a large cohort of individuals before creation of linguistic stimuli. The assumption is that these “norms” will reflect the bulk of experience of any individual that comes to participate in the experiment and any variability between people’s experiences will be reflected in small, random deviations which can be modeled as noise. Yet, this past experience may vary substantially across language users, in systematic ways, and is both of interest in and of itself and an important variable which may lead to spurious conclusions if ignored (Ryskin, Levy, & Fedorenko, 2020).

Starting with the clearest example, a toddler in the midst of acquiring their first language has accumulated very little knowledge of the relative distributions of this language. They are less able to use context to constrain word recognition (Castles, Davis, Cavalot, & Forster, 2007). Children’s grammaticality judgments diverge from those of adult, native speakers (Ambridge, Pine, Rowland, & Young, 2008) and they appear less able to predict upcoming input based on contextual information from previous words in the sentence (Gambi, Gorrie, Pickering, & Rabagliati, 2018; Rabagliati, Gambi, & Pickering, 2016). On the other hand, children with more developed vocabularies are more likely to show such context effects (e.g., looking to the treasure after hearing “The pirates hid the…”) than those with smaller vocabularies (Borovsky, Elman, & Fernald, 2012; Ylinen, Bosseler, Juntila, & Huotilainen, 2017), suggesting that additional language experience, rather than brain maturation alone, makes the child’s language system more adult-like.

Beyond the quantity of experience, the nature of language experience plays a role as well. Children’s books contain a diverse inventory of words and an overrepresentation of certain syntactic structures relative to spoken, child-directed language. As a result, children who have more exposure to these books expect different distributions of lexical items and syntactic structures than their peers who primarily receive spoken input (Montag, Jones, & Smith, 2015; Montag & MacDonald, 2015). Similarly, second-language learners have had less experience with the patterns of their non-native language(s) (Ellis, 2002, 2013), which may explain their apparent lack of use of sentential context (Kaan, 2014) and differences in subcategorization biases (Dussias & Cramer Scaltz, 2008; Dussias, Marful, Gerfen, & Molina, 2010). They may additionally experience transfer effects from their first language (MacWhinney, 1995, 1997).
Often, this lifetime of context is assumed to be very similar across adult native speakers of the same language. Yet, exposure to particular genres or books affects the expectations that adult readers bring to an experiment (Troyer & Kutas, 2020) and habitual reading experience is known to explain variance in online and offline reading behaviors (James, Fraundorf, Lee, & Watson, 2018; MacDonald & Christiansen, 2002; Moore & Gordon, 2015). Everyday activities and interests influence language processing as well. For example, job seekers are more likely to predict “skills” after reading “good communication…” than those who have not spent as much time reading job ads (Verhagen, Mos, Backus, & Schilperoord, 2018), and habitual rowers interpret polysemous words in terms of their (typically nondominant) rowing-related meanings (Rodd et al., 2016).

Similarly, older adults have experienced much more linguistic input than the average undergraduate student, which may partly explain the puzzle of aging and language—despite well-documented declines in other cognitive domains (Craik, 1994; Craik & Byrd, 1982; Verhaeghen & Salthouse, 1997), older adults perform better on language comprehension than young adults (Hartshorne & Germine, 2015). Due to the additional years of experience, they tend to have richer, more diverse vocabularies (Meylan & Gahl, 2014; Verhaeghen, 2003) and are more likely to have experienced rare words (Heaps, 1978; Ramscar, Hendrix, Shaoul, Milin, & Baayen, 2014). Network analysis approaches, using words as nodes and the strengths of associations between words (in a free association task) as edges, indicate that the lexicon in older adults is larger but less efficiently structured (Dubossarsky, De Deyne, & Hills, 2017). In particular, the average node in the older adults’ network has fewer nodes connected to it, the shortest number of steps required to connect a pair of nodes in the network tends to be longer, and the local clustering coefficient (number of edges between neighboring nodes over the total possible number of edges) is lower, as compared to young adults’ networks (Wulff, De Deyne, Jones, & Mata, 2019).

The effects of this additional and more diverse language experience on language processing in context have yet to be fully explored (for reviews see Payne & Silcox, 2019; Peelle, 2019). At the millisecond level, visual word recognition appears to be relatively similar across adulthood (Cohen-Shikora & Balota, 2016). When acoustic information is incomplete, older adults are less successful at inferring the identity of the word than their younger counterparts, but they are able to almost entirely compensate for this deficit when the word is embedded in a sentence (Wingfield, Aberdeen, & Stine, 1991). More fine-grained investigations using ERPs
suggest that older adults may be less likely to obtain benefits from the preceding context (on the order of seconds) than young adults. For instance, the effects of a word’s predictability on the post-N400 positivity mentioned in Section 2.2.1 are reduced in older adults (Federmeier et al., 2010; Payne & Federmeier, 2018; Wlotko & Federmeier, 2012, see also Dave et al., 2018).

At the level of minutes of context, adaptation to the experimental environment is also likely affected by the distributions that comprehenders have experienced prior to entering the lab. For instance, children appear to be more susceptible to adapting their linguistic distributions than adults (Peter, Chang, Pine, Blything, & Rowland, 2015), possibly because they have less prior knowledge to fall back on so every new learning event represents a larger proportion of their lifetime learning experience. Similarly, second-language learners’ patterns of adaptation reflect the relative probabilities of syntactic structures in their prior experience across languages. In a written cumulative priming study, both native English speakers and second-language learners of English whose first language was Korean tuned their probability of producing a syntactic alternative to their input and the change in their probabilities was larger when they were exposed to a structure that was initially less frequent to them: prepositional phrase datives for the native English speakers and double object datives for the second-language learners (Kaan & Chun, 2018). Though no study has, to our knowledge, directly investigated this question across the lifespan, Ryskin, Qi, Covington, Duff, and Brown-Schmidt (2018) found that, in a small sample, older adults failed to adapt their lexico-syntactic distributions to new co-occurrence statistics of verbs and syntactic structures, in contrast to young adults (Ryskin et al., 2017), providing some preliminary suggestion that older adults’ language statistics may be less malleable because the lab input is outweighed by their lifetime of experience. In Section 4.2.1, we discuss future directions for addressing this question.

3.2 Historical context

The content of an individual’s lifetime of context depends in part on the socio-cultural and historical context within which they exist. Languages evolve and change (e.g., Biber & Finegan, 1989; Bréal, 1904; Bybee, 2015; Lieberman, Michel, Jackson, Tang, & Nowak, 2007; Wolk, Bresnan, Rosenbach, & Szmeleski, 2013). Some pronunciations shift (e.g., the disappearance of the Mid-Atlantic accent), words and structures
fall out of fashion (e.g., “davenport”), while others are born (e.g., “to google,” “because [Noun]”). Dialects cleave off (Bresnan & Ford, 2010; Labov, 1969; Szmrecsanyi et al., 2017; Tagliamonte, Smith, & Lawrence, 2005), and language contact transforms previously isolated languages (Millar & Trask, 2015). The driver of this language variation and change is beyond the scope of the current piece but several proposals argue that language is shaped by cognitive constraints and/or a pressure for efficient communication (Bybee, 2015; Christiansen & Chater, 2016; Gibson et al., 2019; Kemp, Xu, & Regier, 2018; Kirby, 2017; Mahowald, Fedorenko, Piantadosi, & Gibson, 2013; Piantadosi, Tily, & Gibson, 2011; Zaslavsky, Kemp, Regier, & Tishby, 2018).

To our knowledge, little prior work has explicitly considered language change in relation to context effects during comprehension on shorter timescales. Perhaps this is due to the assumption that language change does not typically occur on a timeframe that should be relevant to the standard psycholinguistic research question (e.g., do co-articulatory cues influence word identification?). The extent to which this is true may differ by domain. For example, lexico-semantic change may be faster than pragmatic change; new innovations or concepts pop up in the world and new labels are created or meanings of old labels are expanded (e.g., tweet, tablets). Indeed, many such changes occur within the lifespan of a typical psycholinguistic participant (Hamilton, Leskovec, & Jurafsky, 2016). Structural changes seem to occur on a more protracted timescale (Lieberman et al., 2007; Wolk et al., 2013) but recent ERP studies have observed markers of structural language change phenomena, as they are happening, in languages (Icelandic, Agonese dialect of Southern Italian) that are undergoing change presently (Bambini et al., 2021; Bornkessel-Schlesewsky, Roehm, Mailhammer, & Schlesewsky, 2020).

Furthermore, the possibility that linguistic distributions change sufficiently rapidly to impact experiments in the lab is implicit in the practice of updating norms which are used for experimental stimulus design with some regularity. Indeed, Lahar, Tun, and Wingfield (2004) examined sentence completion norms across multiple age cohorts (young: 17–29, middle: 30–59, young-old: 60–74, old-old: 75–91). They observed substantial consistency across the age groups in terms of the most likely completions they provided, particularly for highly constraining sentence contexts, but also some divergences. Intriguingly, they observed a gradation in the correlation for the dominant sentence completion probability such that responses from groups that were closer together in age were more strongly correlated.
They also reported weak correlations with a set of norms collected around 25 years prior. This suggests that an experiment aimed at testing context effects using experimental stimuli that were normed several decades prior may not successfully observe context effects. How rapidly context effects “decline” is an empirical question.

It is particularly interesting to consider how the historical timescale-interacts with the minute and lifetime timescale. Starting first with the lifetime of context, on the perspective adopted here, comprehenders continue updating their model of the language (and the world) as they go through life such that any measurement instance captures the result of some (lossy) integration of language statistics over the individual’s entire lifetime until that point. Assuming a stable language, the central tendencies of linguistic distributions would end up the same across comprehenders regardless of the amount of exposure, and more exposure would only lead to more peaked probability distributions. However, given that the language is itself changing, the additional years of exposure may result in more substantial differences in language statistics between young and old, which may partially explain divergences in predictions/inferences across the lifespan. Indeed, this is consistent with the observation that older adults have a more variable lexical inventory (Dubossarsky et al., 2017; Meylan & Gahl, 2014). Similarly, these different probabilistic models of the language—between individuals from different time periods or individuals from the same time period but of different ages—may adapt differently over the course of a conversation or an experimental session due to their different starting conditions.

4. The future of context

In the present piece, we have reframed context effects on language processing in terms of information sampled, with uncertainty, in service of inference about the intended meaning of a given linguistic input, along a continuum of timescales from milliseconds to centuries. Construing of context in this way highlights the importance of considering longer timescales and opens up new questions regarding how information on different timescales can be simultaneously learned and represented. In what follows, we propose novel avenues for addressing these questions.

4.1 Bridging timescales

Interactions between contexts at different timescales are well-trodden territory in psycholinguistics for short timescales. For example, an error in a word
(milliseconds of context) that is more predictable given the preceding words in the sentence (seconds of context) is more quickly corrected (Ito et al., 2016). And ambiguous sounds can be maintained in memory and identified once later discourse (minutes of context) resolves the uncertainty regarding the intended word (milliseconds of context) (Brown-Schmidt & Toscano, 2017). Recently, there has been a wave of interest in the effects of minute/hour-level context on the faster timescales. For instance, over the course of an experimental session, participants learn novel sound-meaning mappings such that millisecond-level context (e.g., the surrounding sounds in a word) operates differently after exposure (e.g., Maye et al., 2008; Trude & Brown-Schmidt, 2012). Similarly, adaptation studies show that exposure to manipulated distributions of linguistic input (e.g., co-occurrences of verbs and syntactic structures) over the duration of an experiment (on the order of minutes or hours) changes the probabilities of the words in a sentence (e.g., Fine et al., 2013; Ryskin et al., 2017). Yet, with a few exceptions (e.g., Bambini et al., 2021; Hawkins, Franke, et al., 2021; Kleinschmidt, 2020; Rodd et al., 2016), little attention has been paid to the longer timescales and how they interact with the shorter ones.

In Section 3, we argued that the probability of a word given the preceding and/or subsequent words, for example, will be a reflection of the representation of the language that each individual has constructed based on their experience up to that point. This representation is in turn a reflection of the diachronic change that the language has undergone before and during the learner’s lifetime. This view generates a set of testable predictions. The overarching prediction is that the size of context effects (e.g., response difference between input that is predictable in context vs unpredictable), should be maximized whenever the population on which the conditions were normed is similar, in terms of quantity and nature of linguistic experience, to that which is being tested. A more specific version of this prediction is that a context manipulation developed through norming at time \( t \) using the standard approach (i.e., collecting data from a large sample of young adults) will elicit a smaller effect at time \( t \) with a group of older adults—due to differences in the lifetime of context—and will elicit a smaller effect at time \( t + 20 \) years\(^e\) with any group of participants including those that are the same age as the norming population was at time \( t \) due to both lifetime and historical context. Further, and perhaps more controversially,

\(^e\) 20 is purely arbitrary and is just meant to reflect the minimal time over which one could see language change happening; this could be determined empirically from corpus data.
a context manipulation developed through norming at time $t$ using data from older adults, will elicit a smaller effect at time $t$ with a group of younger adults. Though these predictions are framed around time and age, these are meant as proxies for quantity and nature of input. A thorough assessment of language experience (e.g., time spent reading, time spent in conversation, genres read, occupation, preferred movie genres) or an experience sampling approach may provide a more accurate picture of the quantity and nature of language experience and how they relate to contextual inferences during language processing.

One major obstacle to testing these predictions, and the role of contexts with longer timescales in general, is the methodological challenge of collecting the requisite data. In order to investigate the effects of a person’s lifetime of language exposure or of the historical context, both breadth and depth of measurement are needed. For example, very large sample sizes are needed in order to collect cloze norms from a sufficient sample across the entire lifespan, in particular in order to avoid the pitfalls of extreme groups analyses (Salthouse, 2000). More complicated still is the collection of longitudinal contextual norms which could capture language change as it happens. However, arguably the tools to do this on a large scale are now within reach. The proliferation of online crowdsourcing platforms which can reach a more diverse pool of participants (though some selection bias remains) and the success of collaborative projects across many labs which facilitate pooling resources to develop open resources (Frank, 2016) point to avenues which would help language researchers overcome the practical challenges and collect dense, multifaceted, diachronic measurements of probabilities in context.

Similarly, characterizations of the state of the participants’ language experience prior to beginning an experimental session can address the question of how the comprehender’s lifetime of experience affects how they adapt to the local environment. For instance, the relative frequencies for a pair of syntactic alternations that participants bring to the experiment may affect how much adaptation is observed over the course of the session. A participant whose frequencies closely match those of the experiment will presumably adapt less than one whose representation was initially

---

d This assumes that contextual probability distributions are not entirely stable across the lifespan, which seems reasonable for certain linguistic cues, e.g., lexical or syntactic cues, but less so for others. For example, pragmatic cues such as the presence of a size adjective to indicate a contrast set may be very stable over historic time and across an individual’s lifespan. No differences in context effects between young and old would be expected for cues of that sort.
quite different. Carefully connecting prior knowledge to adaptation trajectories has the potential to illuminate the learning mechanisms involved (e.g., Chang et al., 2012; Kleinschmidt et al., 2012). One caveat is that any initial measurement of prior knowledge constitutes a learning instance as well and may subtly shift the learner’s language statistics (Ryskin & Brown-Schmidt, 2017).

Finally, the existence of linguistic communities undergoing rapid change (e.g., Icelandic) is a unique opportunity to study the complex dynamics of language over time. Using longitudinal measures of processing could help address questions regarding how individual speakers adapt to the language and how the language simultaneously adapts to the speakers (Beckner et al., 2009; Blythe & Croft, 2021; Hawkins, Franke, et al., 2021).

4.2 Constraints on context
4.2.1 Memory
Not all available information within a few hundred millisecond window can be used to inform inference every single time a listener or reader perceives a word segment. The eyes may skip over a relevant piece of information (Staub, Dodge, & Cohen, 2019) and/or attention may lapse. Similarly, memory for the exact words in a sentence is quickly lost (Potter & Lombardi, 1990) and listeners have poorer recall of the referents and labels that were produced during a conversation than speakers do (Yoon, Benjamin, & Brown-Schmidt, 2016, 2021). A complete account of context effects will incorporate the limitations imposed by human cognitive machinery (Griffiths, 2020). Critically, these limitations may differ by timescale.

On the level of milliseconds and seconds, memory may determine which sounds/words/structures are included in the computation of surprisal, as proposed by Futrell et al. (2020). Can the same principles of lossy memory be applied to context on the order of minutes, the lifespan, or historic time? There may be good reason to think no. For instance, one word or letter being lost to deletion noise is plausible, but a whole utterance in a conversational exchange less so. There also may be nonlinearities in how experience is compressed over the lifespan. The simplest possible model would be one in which the current representation of the language is purely an integration over all past experiences, but other functions are possible as well. For example, experiences from early childhood may hold particular weight and/or be more faithfully represented. Similarly, recent language experience may be subject to less decay. Research in autobiographical memory (Brewer, 1986; Rubin & Schulkind, 1997) suggests that experiences
between the ages of 10 and 30 may hold a privileged status, though it is unclear whether the same memory mechanisms are involved. Analyses of historical corpora (Davies, 2017) may shed light on these questions by relating contextual probabilities from different time periods to comprehenders’ present-day expectations.

In addition, a rich literature on predictive processing in language has revealed a wide array of sources of information that can be used to anticipate upcoming meanings, but less is known about what kind of information comprehenders can maintain uncertainty about, what cues can elicit an update of the previous inference, and how long uncertainty is maintained. Intuitively, one can imagine that previously experienced linguistic information is available for revision for a substantial period of time. For example, following Kraljic et al. (2008) and Liu and Jaeger (2018), if a listener hears a speaker produce a word with a novel pronunciation (“dinoshaur” for “dinosaur”), they will shift their categorization along the acoustic spectrum. If it is later revealed that the speaker had a pen in their mouth, the listener may be able to update their representation of previously heard input and “reverse” their adaptation. This would require maintaining an uncertain representation of the acoustic input or of the phonemic categories over many minutes (c.f. Caplan, Hafri, & Trueswell, 2021).

Similarly, after exchanging written messages with someone who makes many typos, the reader should adapt to the kinds of errors that the writer tends to make (e.g., insertions of ‘s’ due to a sticky keyboard key) and make inferences about the intended meaning of seemingly corrupted words accordingly (e.g., “I sent you the files” will get interpreted as “I sent you the file” if only one attachment is included; Ryskin, Futrell, et al., 2018). However, if the email writer later informs the reader that they got their computer keyboard fixed, the reader may then re-evaluate the prior inference and feel compelled to ask whether they should have received multiple files, since now the probabilities have shifted and the ‘s’ after file is less likely to have been a noise corruption. Whether or not noisy-channel interpretations can be re-evaluated in this way, potentially many minutes later, is an open question.

4.2.2 Complexity

As described in Section 2.3.3, comprehenders learn the idiosyncrasies of different speakers such that their model of the linguistic context is hierarchically structured with multiple speakers as clusters of linguistic experiences nested within the larger context (Hawkins, Franke, et al., 2021;
Kleinschmidt & Jaeger, 2015). But other aspects of the environment can fluctuate as well. For example, the light in the office could get switched off midway through reading a paragraph, or a smell could waft into the room during a conversation. As noted in Brown-Schmidt et al. (2015), these are unlikely to elicit any particular adaptation because no direct causal link can be posited between a smell and the particular pronunciation that the listener hears at that moment. In contrast, how a speaker has produced the same phoneme before is clearly informative regarding their upcoming productions (Chodroff & Wilson, 2017). The additional complexity in the model that follows from creating speaker-specific representations of phoneme pronunciation is likely outweighed by the comprehender’s enhanced ability to understand their interlocutor. Tracking arbitrary co-occurrences and representing them as sources of variance clustering (e.g., learning smell-specific sound distributions) would likely increase the complexity of the comprehender’s language model without improving their ability to accurately infer linguistic meanings. Assuming a pressure for efficient compression both at the level of the language and the language user (e.g., Zaslavsky et al., 2018) predicts that speaker-, environment-, or situation-specific distributions are learned only insofar as they improve inferences and meaning transmission. Corpus analyses and production experiments could reveal what linguistic features are used with high intra-speaker consistency and high inter-speaker variability and should, in principle, be learned in a speaker-specific way. Further, an analogous approach could be used to uncover which additional variables, beyond the speaker identity, constitute important sources of structure in linguistic experience; for instance, genres, registers, modalities (auditory vs visual), age cohorts may all be important sources of clustering in linguistic data. The most efficient hierarchical structure will likely depend on the timescale of context being considered. For example, genres may be an important source of structure when drawing inferences based on longer timescales (minutes and above) but not shorter timescales of context.

5. Conclusion

Language is a noisy and often ambiguous signal, but humans are able to use it to communicate their thoughts by leveraging contextual information on different timescales (see Fig. 1). Context effects on the order of milliseconds and seconds have been extensively studied for decades. For instance, the surrounding phonemes in a word can allow the listener to infer the
identity of a missing phoneme. Similarly, readers anticipate upcoming words based on the preceding sequence. They also maintain uncertainty about previously read inputs and can update their inferences in light of downstream context. Recently, substantial work has shown that the larger environment in which language comprehension is taking place affects interpretation as well. Comprehenders track patterns over multiple minutes in order to tune their expectations to the setting (e.g., the conversation partner, the genre, the types of fillers).

In addition, we propose that both an individual’s lifetime of language experience and the preceding language change over historical time can also be fruitfully viewed as contexts for language comprehension. In particular, we note that variability in comprehenders’ prior language experiences and fluctuations in language probabilities over time plausibly affect the inferences that comprehenders make during lab experiments and, presumably, in everyday conversation. Fruitful future directions for exploring these longer timescale context effects and how they interact with the shorter ones will likely involve innovative approaches to data collection which will allow for larger and more diverse samples as well as more intensive longitudinal psycholinguistic measurements. On the theoretical front, addressing how memory mechanisms and a pressure for efficient compression place constraints on what contextual information is learned and how it is represented holds substantial promise.
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