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There is no more natural, yet rich and complex, behavior than the human conversation. Two (or more) minds and bodies meet and 
engage myriad cognitive processes (attention, perception, memory, language, decision-making, etc.), unfolding on multiple time-
scales, which are interdependent both within the individual and across interlocutors. Studying the interlocutor in isolation or breaking 
the flow of conversation into unconnected pieces (trials) limits what can be learned about this rich behavior. Yet, until recently, 
language use was primarily studied in exactly this way. 

Maselli et al. [1] are absolutely right that the future of cognitive and neural sciences must continue to move toward ecologically 
valid methods for data collection coupled with computational models that provide insight into those cognitive and neural processes. 
Their examples from problem solving, joint action and robotics are illustrative and compelling. Yet, language processing research plays 
a smallish role in their discussion despite a rich and storied history of gradual evolution toward ecologically valid methods coupled 
with computational models. We offer here a brief review of that evolution and speculate about its future trajectory. 

The value of capturing language as it occurs “in the wild” has long been clear to language researchers. Linguists, sociologists, and 
anthropologists created corpora first from existing texts [e.g., newspapers and books; 2], then from recordings of interactions (e.g., 
phone calls between strangers, parents talking to their children [3–5]). By applying computational analyses to these naturally 
occurring text-based data, researchers have uncovered many patterns both across [e.g., word order universals, Zipfian word frequency 
distributions; 6,7] and within languages [e.g., which words are more frequent or predictable in context; 8,9] and investigated the 
nature of what can be learned from the input that a given child hears during language acquisition [e.g., 10–12]. Recognizing the rich, 
multi-modal nature of conversation, language researchers have created corpora with additional data streams. For instance, capturing 
temporal information during everyday conversations revealed that the rapid pace of turn-taking (less than half a second elapses be-
tween when one person finishes talking and the other begins) is largely shared across languages and cultures [13]. Further, by 
recording video, gesture researchers have documented when and how speakers spontaneously gesture to express thoughts which are 
not easily communicated through language [e.g., some visuo-spatial information; 14,15]. However, recordings of wholly naturally 
occurring phenomena have their limitations. For instance, many phenomena of interest for cognitive scientists only take place under 
rare circumstances. Referential communication tasks [16,17], in which individuals engage in unscripted conversation with a shared 
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goal of solving a puzzle (e.g., re-arranging some ambiguous shapes into a particular order), elicit natural interactions where specific 
linguistic phenomena are more easily detected. For instance, Clark and colleagues observed that people adapt what they say to each 
other’s level of expertise and terminology in order to communicate effectively [18]. 

Around the same time that natural unscripted conversations were being recorded, transcribed and either quantified [10] or hand 
coded [19] in the 1980s, a very different tradition was continuing its rigorous march. Its aim was to move beyond the downstream 
behavioral outputs of cognitive processing (e.g., counts of words) to measuring cognition in a more temporally sensitive manner (e.g., 
reaction times). With carefully cooked-up stimuli and laboratory-controlled presentation parameters, experimental psycholinguists 
were testing the millisecond timing of lexical, semantic, and syntactic information with participants receiving computer-delivered 
language in a dark room by themselves. Under these unusual rigid conditions, spoken word recognition appeared to initially func-
tion in a context-free manner [20,21] [but cf. 22], and so did syntactic processing [23,24] [but cf. 25]. By slightly expanding and 
strengthening the linguistic contexts, immediate influences on syntactic processing were eventually found for lexical [26], semantic 
[27], and discourse [28] constraints. However, those mild expansions of context still kept that paradigm rather far away from an 
ecologically valid situation. Instead of allowing interlocutors to contribute naturally to an interactive conversation, those tasks 
typically required the participant to passively absorb sentences delivered in a series of unrelated experimental trials [but cf. 29]. As 
powerful evidence for the importance of ecological validity and task realism, when playing a shared game that demands accuracy, 
rather than casually describing pictures with no shared goal, speakers employ more robust acoustic prosodic markers to reduce 
ambiguity [30]. 

For decades, psycholinguists had to choose between precise experimental control or the ecological validity of a natural language- 
use context. Then, in 1995, Tanenhaus and colleagues [31] adapted a head-mounted eyetracking paradigm [32] for use in language 
tasks, allowing researchers to measure speakers’ and listeners’ eye movements in real time without interfering with the participant’s 
goal-driven behavior. More surprising than semantics and discourse influencing syntactic processing, this eye-tracking technique 
revealed that visual context did too [33]. Once millisecond measurement precision was available in a somewhat more ecologically valid 
situation, powerful and immediate effects of context were being observed that create (or resolve) ambiguities at many different levels 
of linguistic representation [34]. For example, when instructed to “pick up the candle,” participants often looked briefly at a candy 
within milliseconds of hearing the spoken noun, indicating that the continuous auditory input activated similar word representations. 
A hundred milliseconds later, they also tend to look at rhyme-named objects like a handle, suggesting some fuzziness in representing 
the preceding input [35]. These eye-movement dynamics are well-captured by the TRACE network model [36] of spoken word 
recognition. (They can also be captured as resulting from Bayesian “noisy-channel” inference; [37,38].) 

At longer time scales of dialog, this “visual world paradigm” in psycholinguistics has also revealed the immediacy with which 
people take each other’s perspective and accommodate their conversation partner’s knowledge [39–41]. Bayesian modeling suggests 
that people weight their own perspective slightly more while speaking, and then weight the speaker’s perspective slightly more while 
listening [42,43]. But these modeling approaches do not yet match the richness of the available data (e.g., they do not capture the 
timecourse of eye movements). Developing more sophisticated models that embrace the complexity of the real-time measurements is 
an important direction for future research. 

Unlike the typical trial-based visual world paradigm eye-tracking task, the flow of human conversation is continuous. The context 
does not reset when a new sentence begins, and interlocutors dynamically update their goals and representations of the discourse as the 
conversation unfolds. Indeed, even in trial-based experiments, listeners can’t help but track the statistical biases that the speaker is 
exhibiting across trials and adapt their expectations to them [e.g., contingencies between verbs and structures; 44]. As noted by 
Masselli et al. [1], behavioral and neuroimaging studies have recently turned to more naturalistic and ecologically valid paradigms. In 
many of these studies, participants listen to a recording of a speaker reading a story [e.g., 45–48]. These richer data have spurred the 
introduction of new analysis methods which account for complex temporal dynamics (e.g., inter-subject correlation, network analysis, 
temporal response functions, continuous-time deconvolutional regression, complexity matching, recurrence quantification analysis). 
Evidence from this naturalistic work often upholds findings from more controlled experiments [e.g., that listeners predict upcoming 
input during comprehension 48] but at other times dispels previously widely-held notions [e.g., that executive function is critically 
engaged during everyday language comprehension 45]. Further, studies which record the eye-gaze or neural activity of both the 
speaker spontaneously producing a narrative and the listener comprehending it (in isolation at a later point in time) find that gaze and 
neural activity are coupled between the speaker and listener and the extent of this coupling is predictive of communicative success [e.g. 
49–51]. 

To date, few of these studies have investigated human communication in its most basic setting, a face-to-face conversation. A small 
number of studies have recorded eye-gaze during unscripted, interactive conversation [52–55]. They reveal attentional coupling 
between interlocutors that increases as they develop more shared knowledge and creates a dynamically evolving context within which 
to interpret meaning. Indeed, when both conversation partners are truly unscripted and allowed to cooperate, they have no trouble 
understanding linguistic utterances which are on their face ambiguous [56]. A complete understanding of this complex coordination 
process will require data that fully embrace the complexity of human interaction and communication, as well as computational models 
that capture their real-time dynamics. Given recent developments in technological tools (e.g., virtual reality devices, deep neural 
networks that perform automated recognition of speech, gaze, objects, etc.), the time is ripe to study real-world interactive language 
use “in the wild.” We look forward to this exciting (near) future. 
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